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Abstract

The Internet of Things (IoT) is a worldwide network including all identifiable heterogeneous objects
around us such as smartphones, laptops or smart sensors that can connect to the Internet by using a
wide range of technologies. isable to provide accessibility to the Internet for all physical objects
sincat is a hybrid network of the Internet and diverse networks with heterogeneous nodes, Generally
dueto the insecure nature of the Internet as welligdess Sensorellvorkswhich are the main
components of loT, implementing security mechanisms in loT seems necessary. To deal with
intrusions that may occur in 10T, a novel rfiatteted intrusion detection system is proposed in this

thesis which can detect both cydgeicks iad insiderattacks of 10T.

This study proposes an offline mistisaskd technique based on a modified supervised Optimum
Path Forest (OPF) to detect the external (cyber) attacks of l10T. In this tecivi@are &lgorithm,

along with the social netwonkadysis (i.e., centrality and prestige), is employed to overcome the
problem of the scalability of the input large dataset amel fvel training dataset with #im of
identifying the most informative samples. The proposed method useradrigionadSL-KDD

dataset athe simulated traffic of the Internet; hence, this thesis presents a novel hybrid method
based on Binary Gravitational Search Algorithm and Mutual Information to reduce the dimensions
of the original input dataset. The experimentalsebol the superior performance of the proposed
approach in detecting and identifying the types ofayaeks.

In addition, this study provides a hybrid of anclradgd and specificatibased redlme intrusion

detection system to determine routittgcks in 6LOWPAN (the main effort to make the concept of

real 10T) based on the unsupervised OPF. The proposed method, which is an efficient security
technique not only can detect internal (insider) attacks of 10T but also can determine the malicious
nobdes as t he c austmcka lhadditioe, theé preBaehted modekis ddveloped based
on the MapReduce architecture in order to obtain the ability of distributed detection.
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Internet of Things (loT), Intrusion Detection System (ID&ghine learninfgature selection,
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Chapter 1: Introduction

Internet of Things (loT) is a worldwide netwiorkvhichthe idetifiableheterogeneoyshysical
objectcan coned to theInternet by using a wide range of technolofoasally, the main idea of

loT is develojmg an autonomous world includingeries afmartobjectswhichareavailablérom
anyvhereat anytime, andtheyalsoare able to conoewith each otherxchangeformation and

even makdecisios (Rghioui, Khannous, & Bouhorma, 20L4) t s epprbagtihé different
heterogeneous objects (e.gs®@aptops, smartphones, smart sensors, electronic home appliances
andsurveillanceamergscanbedirectlyconneatdto the Internet or other networky employing

a wide range of different technologigshss radio frequency identification (RFID), embedded
sensors, and miniature actuanitisout usin@special interface tools such as Plarefore, in the

near future, 10T will be the base of many seitviatliving iredeveloped countdependsn the

reliable an@ppropriatexcces$o theobtainedservices by loTWireless &sorNetworks (WSH)
areoneof the important components of laif whichthe nodes can communicate with edbbr

and also other smart systems, autonom(gisahid, 2013pPne of the main eff@tto make the
concept of real 10T is the IPv6 over -Bawer Wireless PersoAaka Networks (6LOWPANS)

that is proposed and standardized by the Internet Engineering Task Force (IETF) workgroup
6LOWPAN is a wireless sensor network based ortHRuitegrateshe IP-basednfrastructure

and WSNs by spifying how IPv6 packets & routed in constrained networks such as IEEE
802.15.4 networKShahid, 20137\s can be seen kigure 11, theresourceonstrainedlevices

(from the aspect of radio range, processing power, and battenghifa$ sensors can canhne

the Internet or other networks througBR (Wallgren, Raza, & Voigt, 2013)

Local Area
Networks

6LoWPAN

Figurel-1: The architecture of Internet of Things

One of the importanssues in 10T is security. Like other kinds of networks, providing security for
IoT can be done by using the prevention and the intrusion detection mechanisms. The prevention
mechanism is based on different methods such as cryptography. On the oitheéh&amnlysion

1 6LoWPAN Bourder Router



detection mechanism (as the second layer of defense that this thesis focuses on it), identifying threats
is done by using intrusion detection systems (IDSs). Intrusion detection systems are
software/hardware systems that are able ta deddicious behaviors in networks or host systems.

It is worth noting that the purpose of this thesis is providing a special IDS for IoT based on the
machine learning algorithms, which can detect intrusions and identify the types of attacks in loT, as
well

11Problem Statement

With the fast growth of technologies in computer networks, espleelatigrnet, which has led to
a dramatiincreae in computer networkspplicationssecurity has becorttee main challenge of
different type of computer netarks suchas6LoWPAN &r e a | | oTO sIPvélirlpTl oy ment )
provides Internet connectivity for thié physical object®ecauséoT is a hybrid network that is
consisted afhelnternet and some kind of netwoitksludingheterogeneous and constsainjects
(e.g., WSNsyorkingpn t he | o T 0 soyisgdahe standatdiged Seourity reescharisms
0T is a necessary approéshahid, 2013By using the standard technij(eeg., encryption and
access control), the communicatioreT are to some extent saBit due tahe unsafenature of
wireless commigations theseprevention mechanisme anot able to copwith all the attacks
especially insidattacks (e.g., routing attach). MoreamdgT, the heterogeneous amsource
constraineabjects can directly connect to the Interneduiiph IPv6 and 6LOWPAN networks.
Despitethe confidentality and integrity dfLoWPANmessagewhichareprovidel by employing
thecommunicatiosecurity, there are many attakscan be happendar disrupting the normal
functionality ofa network consequentlgountless problems in access and secunigeseofa
network(Wallgren et al., 201B) addition dueto thewirelessatue of 10T, every phsical object
can beeasilythreatened through various attacks (e.giaDdrService (DoS¥hich makenetwork

or machine resource unavailabjeboth of the Internet and WS8I Thereforeanother security
mechanism should be employed for identifyimg $and & attacks that cannot be desefity the
standard prevention mechani¥iwvidly, the intrusion detection systems (IBS#)emost effective
solutioncan be engaged to detect attacks or malicious behaviors in networks or machines.

The Internet 6 Things as an emerging conceas a novel architecture whichthe physical
heterogeneous objectshidh are mostly resourceonstraineddevices,can bedetectableand
accessiblizom anywhere through an IP agkllt seemgproviding a novel securityeohanism by
introducing a appropriativéDS for |0T isnecessaryhere arseveral intrusion detection systems
thathave been introduced for W&Sas well as 1Based networkBut most of thenimavenot proper
performance for based WSNs such as 6LoWPRMEughly speakingincethe number of IDSs
thatwere specifically designed for IoT is limited, thefevaselutiongor overcoming the security
challenges of 10T. For tasice, despite tlefficiency otryptographyn the security mechanisi

is neessary to develop a specific IDS for loTcémfronting withthe networlor machinghreats;
thereforeemploying an efficiemtrusion detectiotechniqudor the Internet of Thingsiahot
research area

12 Goal and Research Scope

Today, 6LOWPANS still known agnew approach in computer netwdheat hasa high capacity

for researchingl’he purpose of this thesis is providing a novel method for intrusion detection in
6LOWPAN as a real IoT. For achieving this gthed main features @LoWPAN shold be
consideredtpr ovi de a sui tabl e st r uastcompaeththeostheranal yzi 1



kindof net wor kBedausdteer6boWPANbnsistof a hybrid of IEEE 802.15.4 and
IPv6 networks, the traffic patterns of them are diffex@simpaison withto the regular networks.
Indeed, the traditional solutiaigtwere used for detecting intrusions in regularonietcannot
be useful for loTTherefore the IDSs for 6LOWPAN should be designed and develegadiing
various traffic pagrns of WSNs and {Pased networks

Roughly speaking, every layer of 6LOWPAN c#acke threatendy diverseattacksThe routing
attackghreaterthe networks by controlling the informatitowf of networksHencemost ofthe
attacks focus asaboagingthe network layer through routing attadkste the 6LoWPANuUse a
specific routing protocol nach®PL2 for routing the packets. This protocol is a distaecer
protocol introduced and standardizedh®ROLL3 workgroup as a private routing puaiofor
6LOWPAN.On the other hand, becaube 6LOWPAN network is WShhatits objectan be
identifiedby the IP addres=s the 6LOWPAN networkcan be threatendwy every network layer
attackespecially DoS attadk®, Loo, Lasebae, Aiash, & Luo, 2012)

As mationed earlierdueto the specific architecture aftérnet of Thingsthis networkcan be
attackedrom allthelnternetand 6LoWPANhreatsIn other words, 10T can be threatehgdyber
(external) attacks and insider (internal) attabksh are raedby thelnternet and 6LoWPAN,
respectivelyTherefore, to obtaia security mechanism in midteted detection, protecting 10T
against external and internal threats is very imp@teatiid, 2013Eenerally, the main goal of this
thesis is proposing an effective methodrfiousion detection and identification of attacks (i.e.,
cyberattacks andhsiderattacksjhatcan be occurrdd 10T. In fact, this thesis essentially follows
two main objectives:

1) Cyberattack idetification As can be seen in kig 1-1, in 0T, the IRbased WSNs such as
6LOWPAN can aanectto the Internet oother LANg through 6BRTherefore, the objects of
thesekinds of networks can be threatefgatyberattacks ofhelnternet.For exampldn R2L5
attacksan enduser on the Internet can illegally accdbepoivateim or mat i on of 6L o WP
objectsHence, the pragsed intrgion detection method should be abldetect someitkd of
attackghatcan be threatenédT bythe Intend (or LANS).
2) Insiderattack idetification Another goal of this thesis is to provide the atuligtecinternal
attacks ofoT. Notethis thesis foceson detectingelective forwardirendsinkhole agwo
wdl-known DoS attacks in WSNshich have a gremialicious effect on the performa of
6LoWPAN.

Generallythe following items will be considered in the proposed approach:

A ProperefficiencyBecausethe most objects of 6LOWPAN are constrained (especially in
terms of processor and memprthe proposed method should havereasonable
computational and memory overhead.

A The ability to detect new attacks:mentioned earlién the loT approachbecaisethe
heterogeneous objects can connect tarthediabldntemet, the possibility of anonymous

2 Routing Protocol Low Power and &sy Networks
3 Routing Over Low power and Lossy networks
4Local Area Networks

5 Remote to Local



attacks occurring in this kind of network is very high. Ther#feoposed intrusion
detection system should be abldetect new attks.

A The performance of IDS in terms of ©d#d FARisan important concethat should be
considered in every kind of IDSs. Therefore, the proposed methods should have high DR
and low FARas much as possible

13 The keylnnovations

As can be seen ihe thesi$ stle, thisstudyfocuseson employing proper machine learning
technique$or detectingarioushreasthatcan ocurin 10T. To the bstknowledge athe author,

this approach isne of the pioneer studisittries toemploythe idea of rachine learning methods

in 10T securityfor proposinga properIDS that meetthe [0T6 s s p e.dni dthéeravardsj o n
employing the machine learning mediioddetecting intrusiom 10T, is surely a novel approach

in 10T securityln sum, br presentinghie various aspectsthiet h e snmogatioss, Figre 1-2
depicts the general scheméhefproposed modeThe main contribution of this thesigich will

be introduced in Chapt@rincludes the following sections:

The Internet or LANs side

A

| \
E i Internet or (A)
. ! . i LANs Traffic
Classifying the Network ' Training the !
Traffic by Using the Trained [« T Misuse-based  [€¢— Feature Selection |(€—
Model ' DS !
i :
' i
l ___________________________________ '
i !
Detecting the Anomalies by E - :
Using the Trained Model ' Tmmmg the
and Determining the Types | q—! Anomaly-based | H
of Anomalies by the ) DS i | The Simulated
Specification-based IDS ' i | 6LoWAPN
¥ / Traffic B)
The 6LoWPAN network side

Figurel-2: The general schema of the proposed IDS

As can be seen in kig1-2, for achieving the main goals of thesis, the proposedomosistof
two components(a)an IDS for detectingyberattacksraised bythe Internet or LANs and (b)
arotherIDS for detecting insidattacksccurrecby 6LOWPAN.According to the aforementioned
components, the proposed IDS includes the following parts:

1) Feature selectiom this thesisa novel feature selection method which is bas&iary
Gravitational Search Algorithm (BG&A)Mutual Information (Mljs presented for selecting
the optimal featurgetof the instancesxtracted from thiternet or LANgraffic.

2) An offline misusdased IDS: For detecting and identifying intrus&ssdoy the Internet or
LANs, a novel approadfat is based on the supervisegti@dumpath Forest (OPF) is
introduced

6 Detection Rate
7 False Alarm Rate



3) A realtimeanomalybasedand specificatiebased IDS: To detect the anomalous behaviors of
6LOWPAN and as well as identifying the tfianomalies, this thgaisposes eealtimehybrid
methodbased on anomabasedand specificativbased IDSs. Note the presenaedmaly
based IDS is an anomaly detecénginebasedon the unsupervised OPF thatiedified
regarding thblapReducarchitectureMoreover, the propossgecificatiosbased IDS is used
to ensure whethdéhe detectedananaliesare attacksor not Furthermore, if theletected
anomalieareattacks, the types of them can be determined by the proposed spebisadion
IDS.

14 The Structure of Thesis

This thesis haseen written in five chapters as follows:

Chapter 1.This chapter reviews the general issues of the topic in terms of the problem statement,
the goal and research scope, as well as the aspects of innovation.

Chapter 2: The basic conceptendthe related works are studied in this chapter. Indeed, the
foundations of some of the technical principles égmaining the possible external and internal
attacksthat can occutin 10T, reviewing the RPL, introdugithe IDSs and machine learning
method$employedn thethesiswill be introducedMoreover, a@helast of this chapter, the related
works are reviewed, briefly.

Chapter 3:In this chapterithe presented framework used for detecting amifydey thetypes of
possible yberattacks and insidattacks of loTwill be studied in detail. Generallyhapter 3
includesgwo mainsections(1)the proposed @line misuséased IDS and (2) the proposedat
timeanomahbased andpecificatioibased IDShatare used for dealingth the cyberattacksand
insiderattacksf 10T, respectivelyn the first section, a novel feature selection algorithm used in
the preprocessing stepiesenteéh detas. Then anoffline misuséased IDS which @oposed

for detecting th@ossible external threafdoT is introduced, complégeNext, the second pait

this chaptepresentsarealtime hybrid ofananomaljpased andpecificatiosbased IDS used for
detectng the possible internal thseaf 10T.

Chapter 4:This chapter focuses on the evaluation of the proposed method. Therefore, at first, the
standard metrics used to evaluate the proposed IDS are introduced, briefly. Then, the proposed
feature selection method and misased IDS are evaluated based oprészntednetrics. Next,
threelP-based WSNhatuse the RPL as routing protocol are simulated for evaluating the efficiency

of the proposed method in detagsinkhole andelective forwardiragtacks as two famous insider

attacks of loT.

Chapter 5:This chapter reviews and summarizes the thesis. Moie®iimitations ofheresearch
and future work will be reviewed, briefly.



Chapter 2: Backgroundand Survey

Internet of Things is a novel approach in computer networks that has ceas#dtianin
telecaonmunicationsEvery identifiable physical object of 10T can send data to or receive data from
thelnternet or other physical objects. 6LoWR¥sthe main effort to make the concept of real 10T

is anlP-based WSNtatcan connedhe smart physical objetdsthe Intene through wireless
communicatins.Notice 6LoWPANusesRPL and IPv6 protocols for routing the packets ina low
power and lossy network. As mentionethiapter 1, security 10T is one of the main challesge
thatcannotbeobtairedjust byusingencryption or access contidbwadaysthe intrusion detection
systems are onéthe main and effective solutions that can be used to overcome the security threats
in computer networks, especially 10T.

Becausthis thesis specifically focusesmppsing an IDSvhich uses a hybrid of machine learning
methods for detecting and identifying the possible attacks of 10T, this studigehe possible
external and internal threats of |oT, firstly. Thelntrusion detection systems and mackireng
arerevieved, completely. Moreovehe application of machine learning algorithms in IDSs is also
consideredOn the other handinkhole andselective forwardiraitacksastwo dangerous threats

of 10T, andRPL (routing protocol of 6LoWPANareakoreviewed, briefly.

2.1The External Threats of 0T (Cyber-Attacks)

Generally, thenajorityof security researchersoworkin the area ahtrusion detectiohaveused

t he K D Dadbénghmarks dataset for evaluating their methiods999, the MIT lricoln
Laboratory, which was supported by Defense Advanced Research Projects Agency and Air Force
Research Laboratory, startepriavidea n d d e | i v e datagetor evalabnighé EDSs in
computer network@brahim, Basheer, & Mahmod, 20lR)eed, they simulatedetifious military
network including thremachines that run various operating systems and sars@emn weeks
order to obtain thigdataset{Lahre, Dhar, Suresh, Kashyap, & Agrawal,.Z0ie3) also useah
additional three machines anshifferfor spoofing various IP addresand storing traffic in TCP
dump format, respectivelyahre et al., 2013) should be realized, the KDD'99 was obtained by
employing the data mining methods introducetieiKDD 8 process over the aforementd
simulated traffics.

Generally, the simulated attacks in KDD'&@setwhich & used in this thesis as cydieacks of
0T can be classified into the following four categtuabse et al., 2013)

1) Do attacks: In thesekinds of atiacks, attackers try to busy services of aohdsie
Internet in order to prevent its accessibilities.

2) Prob attacks:In thesekinds of attacks, perpetrators attempt to gather different information
abouta target host oa network. Indeed, their prefs informationis some useful

8 Knowledge Discovery in Databases
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information that can be uskxcope with the security mechanisraga host or a network
and consequentiy leadgo ahost or network vulnerability in front of security threats.
3) U2R! attacks: Thesekindsof attackinclude sme attacks that clocallyaccesthevictim
machines in order toigahigher account privileges.
4) R2L attacks:These kinglof attacks trto accesthe victim machines thiout havingthe
required permissisuser accounts)

2.2 The Internal Threats of IoT (Insider-Attacks)

As mentioned i€hapter 1, theottus of the majority of insidattacks in 6LoWPAIé threatening
the network layer through routing attaekpeciallgelective forwardirand snkhole attacksSince
the 6LOWPANs use RPL as a standaoditing potocol thusRPL and its functionality will be
considered before reviewing the noeet attacks.

2.2.1The IPv6 Routing Protocol for LowPower and Lossy Networks (RPL)

The RPL, which is based on the construction of a Destiaimmed Diread Acyclic Graph
(DODAG), is an IPbased distance vector and-bgihop routing protocol that is designed by the

ROLL workgroup (which is a workgroup in IETF) to overcome the routing problems in the LLNs.
RPL enables ofte-one, ondo-many, and martp-many communication traffic by supporting
different operations such as the unidirectional traffic towards a DODAG root, bidirectional traffic
betweenresourceonstrainedlevices (i.e., 6LOWPAN nodes), and bidirectional traffic between
resourceonstraineddevices and the DODAG roofWallgren et al., 2013)According to the

DODAG architecture, the nodes argamized in a hierarchical tree structure and routed at a single
root, as the destination and called 6BR, to avoid creating any network loop. The 6BR, which connects
6LOWPAN to the Internet through the backbone, is the root of DODAG and is responsitge for
management of nod&sgure2-1 shows a typical RPL which consists of different 6LOWPAN nodes
(i.e., source, router, and root ri)dieat are connected together based on the DODAG topology.
Each node has an ID based on an IPv6 address, a speaaetnkneighbors, and one (or more)
parent(s). The rank of each node determines the relative position of that node with respect to the
DODAG root. This rank is strictly increasing in thedown direction from the DODAG root

toward the leaf nodes, andpposition decreasing in the botiopdirection toward the DODAG

root (Wallgren et al., 2013henodes in a DODAG use an objective function, represented by an
Objective Code Point (OCP), based on some optimization criteria (such as link reliability, latency,
hop-count, and node energy) to optimize the paths toward the DODAQ@.eoet al., 20127

single 6LOWPAN network may incluaeltiple RPL instancésatwork concurrently with different
optimization criteria, where each instance consists of one (or more) DODAG(s). Hence, a
6LoWPAN node can belong to more than one DODAG in an RPL ingWhder et al., 2012)

To prevent probable loops created on the network, the message transmission is based on the rank
rule (that means the node ranks are strictly decreasing alongupitréaen transmission and vice
versajWallgren et al., 2013)
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Router Node

aaaa::5

Tenie® Leaf Node

Figure2-1: DODAG scheme including nodes with unique ranks and IPv6 addresses

2.21.1 Control Messages of RPL

To exchange routing graph information for RPL operations, such as constructing DODAG, the RPL
defines three new ICMPvBmessage types: a) DAG Information Object (DIO); b) DAG
Information Solicitation (DIS); and c) Destination Advertisement Object (DAO). DIO messages
carry information which is used for DODAG construction by allowing a hode to determine parents
and selectinidpe best one as the preferred parent. The DIS messages are used to sofitatepaph
information (i.e., DODAG information object) from the neighbor nidlaigren et al., 2013he

RPL supports downward traffic toward the leaf nodes by using DAO messages which advertise
required information and also propagate destination information sipleaigl theDODAG

(Winter et al., 2012)

2.21.2 DODAGConstruction

In the process of DODAG construction, DIO messages (which contain important inforncétion su

as rank, DA@D, and OCP) are periodically broadcasted by the DODAGL@et al., 2012y he

nodes that receive DIO are considered as the neightt@®ODAG root. They use DIO message
information to join the DODAG and select the DODAG root as the parent. According to a specific
objective function (suchasmaimop) , t he nei ghbors assign their
is incremented by 1) and start broadcasting their own DIO. When a node receives a DIO message,
it calculates its rank from the OCP specified in aeddel® and forms a list of parents. Then,
according to the OCP, the preferred parent is selected from thdigtaaent broadcasts its own

DIO. This procedure will be continued until the topology construction is completed (i.e., the best
path to the DODAS root is identified for each node according to the objective function). To handle
inconsistencies in the DODAG, RPL uses a trickle timer for determining the transmission rate of
DIO messages. In a network with stable topology, the trickle timer istéavgéd,i so the DIO
messages will be rare. When the inconsisteoccigghe trickle timer will be reset and more DIO
messages are sent from the nodes that cause incons{statigesn et al., 2013)
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Figure2-2: A screenshot afsinkhole attaclaunchedy node 6 in DODAG as a malicious node

2.22 Selective forwardingand Sinkhole Attacks

Amongdiverse attaskthat can threat RPL, DoS as a devast&iimg) of attack has undesirable

effects on 6LOWPAN accessibility.computer networksany eventhat deails the services of
machines (nodeby distirbing the communications amdhgm is known as DofKasinathan,

Pastrone, Spirito, & Vinkovits, 20I3)S is a popular kind of attackbich can be creatsimply.

But, becaus¢hey may have various forms, the identification process of them is(Rghianai et

al., 2014 5elective forwardirmmd sinkhole attacks are walbws routing attackisattry to disturb

the routing pocess in WSNn selective forwardiragtacks, which primarily disrupt the routing path,
malicious nodes selectively forward packets in order to remove some packets based on the
importance of data or randor{Bhahid, 2013for example, a malicious node forwards only routing
messages and removes other packets for disrupting the (®habit, 2013)n sinkhole attacks,

a malicious node represents itself to others as an optimal routing pa#tfimgatearby nodes to

route traffic through itAs shown in Figre2-2, n RPL, an intruder launches a sinkhole attack by
propagating its rank as a better rank to make nodes down in the DODAG by selecting it as a preferred
parent(Shahid, 2013Jhe sinkhole attacks may not necessarily threaten the network; however, they
make serious problems wheeytisouple with other attacks sucbedective forwardiregtack.

2.3 Intrusion Detection Systems

IDS is an effective tool or mechanism which gathers network traffic as input data for detecting
intruders or malicious behaviors that are tryitige¢aterthe networkActually, IDS monitors the
network traffic or system functionalities in order to detect the signs of illegal b@luagitect
malicious behavigrDS filtessthe obtained data for determining the attack pat@&ensrally, the

main apprach in IDSs is gathering and analyzing theedated to the network traffic systems
behaviors tidentifythreats and produce warrsige et al., 2012s mentioned in Chapter 1, there

are various metrics used for evaludiagntrusion detection systemmsyever, DR and FAR are

two popular metrigsvhich arebroadlyused in evaluating and comparing different methods of



intrusion detectiorDR is the ratio between the number of correctly detected attacks and the total
number of attack#hat occurred ina network. While FAR is thatio between the number of
incorrectly detected attacks and the total number of nhormal connections in the obtaiinedelata.
metrics will be introduced in Chapter 4, accurately.

Today the security scientssin computer networkdassify IDSs into dérent categories based on
theanalysis methods, data sources, and system architectures.

2.31 IDSClassification Based onthe AnalysisMethods

Depending on the analysis methods, the computer security community has classified IDSs into three
main categorse(a) misuse detectid) anomaly detection; af@)l specificatichased systems. In

the misuse detection systems, the predefined attack patterns are profiled in a signature database as a
reference of intrusion patterns to match against system behangtwork traffic for detecting
intrusions(S-Y. Wu & Yen, 2009)The misuse detection techniques are simple to use; however,
specific knowledge of each attack is required and consequently, unknown tesnarmailot
detectable. On the other hand, athefknown attacks can be detected with low False Alarm Rate
(FAR), and the storage costs grow with the number of attacks because a signature of each known
attack should be stor@fasinathan et al., 201Ggnerallymisuse detection is raduitable method

for detecting intrusions in WSNg 6LoWPANs. Becaus¢he system needs toave enough
knowledge about &linds of possiblattacksin order to define the attack patterdmsaddition,

increasing the number of attacksdéadrow the size of storage, while the storage size of WSNs

and 6LoWPANSsra limited. Moreover, 6LowPANs need the abilidetecnhew attacksvhile the

misuse detection methods skifhe et al., 2012)

An anomaly detection system focuses on normal system Benaetwork trafficin other words,

in this methodthe system concentrates dassifying #h normal behavior @ network or host
system. Actually, to anomaly detection, the obtained data shouldzbd &oratietermining the
patterns of anomalies. The anomaly detection symiddhusually one the following models as a
baseline for describiraydinary behavior@) statisticalp) knowledgdased; andc) machine
learningGolmah, 2014)n the observed data, any deviation from this model can be ednager

an anomalyGenerally, there are two main staganomaly detection: theconstructiorstagen

whicha profile of the normal traffic or system behaviors will be built by employing the statistical,
knowledgéasedor machindearning algorithm&)the detection stagewhichthe current traffic

or system behavioasecompard with the predefined profil&takhanova, Basu, & Wp2§10)

The anomaly detection algorithms are useful for new intrusions; however, they suffer from a high
rate of falsgositive (unlike, the misuse detection models).

The specificatiobased systems wadrkthe same way, as well. However, user guidamecgiired

to extract legitimate system behavior or network traffic for developing a model of normal behavior
in these systems in addition to employing statistical, kneldsdde or machine learning
techniquegSekar et al., 200R)ote applying this method can be more accuratettie aomaly
detection methodjoweverijt is prone to errobecause of relying on user expe(8s&ar et al.,

2002)
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2.32IDS Classification Based onthe Data Surces

According to the data sources, IDSs take one of the following approaches for recognizing attacks:
(@) hosthased(b) networkbased; andc) hybrid(Zhang, Feng, & Qin, 2013) the hosbased
approach, onlthe host events are considered for detecting attacks. Therefore, the data for host
based IDS is provided by different activities of hosts such as audit reaojzeadting system

and system logs; however, in the netlvaslked IDS, data is mainly collected from the network
segments such as Internet pagl&ed. Wu & Yen, 2009)n the hybrid approach, data provided

the host events and the network segments are considered in developing an IDS.

2.33IDS Classification Based onthe System Achitecture

The system architecture of IDS has a great effect on the performance of IDS in the WSNs such as
6LOWPAN. Accordingotthe system architecture, IDSs in the-Bd&ded WSNs are classified into

four main categorig@hang et al., 2013n) standhlone;(b) distributed and cooperati\e)
distributed and hierarchical; gdymobile agent. Some noadsch have Lowowerand Lossy
Networks (LLNs) devices or highrformance déses called Monitor Nodes (MNsE used for
monitoring the events in WSKBhang et al., 2013n the standéilone architecture, each MN
performs intrusion detection based on its own collectedndizg@endently. The MNs in the stand

alone IDS are classified into two schegsentralized an(®) distributed. In the centralized
scheme, each node is considered as an MN, and in the distributed scheme, multiple MNs are deployed
on a WSN to cover ¢hnetworkZhang et al., 2013 the distributed and cooperative architecture,
intrusion detection is accomplished by the cooperation of MNs such that each MN performs as an
IDS agent and participates in intrusion dete@itang et al., 2013 this approach, IDS is applied

as a locedgent or a neighbagent to a twdevel coordinate architecture, where a-#mgait can

alert intrusion independently by detecting a threat with sufficient evidence. However, when a local
agent detects intrusion witbeak evidence, it starts a cooperative detection procedure in an
interaction with the neighbagents for global detectigdhang et al., 2013Yhis kind of
architecture is suitable for srsalle and flat network infrastructures; however, in sdalge
network, the distributed and hierarchical architecture is adequate for detecting afdhamgion

et al., 2013)According to this approach, the network is partitioned into some clusters with a sink
node as a Cluster Head (CH). The IDS in aldittd and hierarchical architecture is composed of

two levels. At the first level, &dents, which are responsible to monitor the covered nodes and
make the global intrusion detection decisions, are embedded in the sink nodes. At the second level,
the lo@klagents, which are designed based on theadtaedIDS, are deployed in each cluster to
report the detection results to the -8¢énts(Zhang et al., 2013Yhe lasmentioned IDS
architecture in WSNs was the mobile agent. The mobile agent;casitnaiiig program segment,

is a specific executable cdulg traverses from a node to another @nemedheidari & Rafeh,

2013) In this agent migration, which means moviragiant from a node to another selected node,

the computation is performed in addition to ttat@smissioHamedheidari & Rafeh, 201Bhe

mobile agents are assigned to theeteel nodes for performing a monitoring task and intrusion
detectionZhang et al., 2013)he selection of agents may be changed after a certain period of time
or after the task is completed. By moving the processing function to the data insteadyahering

data to a central processor, the mobile agents can greatly reduce the communication cost in the links
with low bandwidths.
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24 Machine Learning andits Applications in IDS

With thefast growth of computer networdausingttaclk to become morsmhisticatepdetecting
intrusions based dheusual method is impossitachine learnin@g/l) asthe most effective soft
computing approach is widely used in intrusion detection sys&tmis proper resultéctually,
different studies show thaing machine learning algorithms in the area of intrusion detection can
conclude high DR and low FAR while reducing computation and communicati@adéZamani

& Movahedi, 2013)

Roughly speaking, machine learning studies on some aldbéathnesable to ewtructalearning

modelon the given input datasets to provide the abilfiyedicton. The inputdatasetonsists of

training and testindataset used to train the learning model and ewathat trained model,
respectivelylhere are three major tgpaf learninglgorithmnamed supervised, unsupervised and
semisupervised learning. In mathematical terms, the supervised learning attempts to find a proper
function by employing the labeled data samples. Actually, this decision function can map the
unlakeled data samples to the corresponding class. However, because of the lack of labeled data
samples, the unsupervised learning partitions data satoptiifferent clusterbased on their
similaritieslt is notedthat supervised and unsupervised learaiggrithms are ually used in
misusebaed and anomallyased intrusion detection systeBasnisupervised learning isngbrid

methodin machine learnirtgatusuallyusessmall labeled data samples with a great volume of the
unlabeled data samples &arhing.

The most prominent approaches Mt -based intrusion detection systeras bedividedinto
artificial intelligengé\l) andcomputational intelligen¢@l) (Zamani & Movahedi, 2013} -based
technigues support symbolic knowledge representation, whitdopbaclassicealm of Al such
asstatistical models, whilelidsed techniqueanhandle the numeric representation of information
(Zamani & Movahedi, 201 3)ctually, these kindf methodsrefer tonaturebased techniques such

as evolutionary computationz4y logic, artificial neural networks, and artificial immune systems.
Both of Al- and Clbasedapproaches can offer suitable intrusion detection middelsver Cl-

based techniques fit the requirement of efficientdD&s their propecharacteri&cssuchashigh
computational speed, faldteranceadaptationand resilience in front of noisy informa(8nX.

Wu & Banzhaf, 2010)

In ML-based intrusion detection sgwet first a traininglataseincludes labeled or unlabalath
sampleswvill be created tbugh the collected data relatmthesysem behaviors or network traffic
Then the target learning algorithm trains the learning model (training phatetrAfteng phase,

the obtained model carsdify or cluster neslatasamples. Note in classification approaches, some
classewhich ar&known as attaclkse cleawhile in clustering approackese clusters that inciud
fewer samples aresamed as aanomalysincethe number of attack sampieasually fewer than

the normal samplesndeed the anomaly detection engiviét labela sampleasanomalousf it
belongto thepointedsmall clusters.

25 Related Work

Sincethe 1970s to the preseritette has been a lot of research on intrusion detection systems. In
1980 James Anders@Anderson, 198Mtroduced the concepf intrusion detectiofor the first

time. In his paper, he presented some methods for the security surveillance of computer systems
From 1984 to 1986 thstudis of Denning and Neumar{Penning & Neumann, 198B) the
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security area of computer systems gdadlan IDS based on expert systems called &EEch
could detect intrusion in rdahe. Inthisproject, the misudmsedind anomaipased approaches
were used in a hybrid way.

Generally, the studies on intrusion detection systems can bl rieoiewdifferent aspects such as
the methods used in IDSs, the benchrdatiset used in IDSs, and the type of networks. The
traditional IDSs (e.g., SNORT and Bro) were based osentistection methods, althotigése
kinds of techniquesannotidentify newattacksOver the last two decades, anomaly detection
methods werthe main approach tie security communities due to the great capatifitieese
kinds of methods in deteogydiversehreatsFor example, Anuar et @nuar, Sallehudin, Gani, &
Zakaria, 2008)resented a hybrid Sstical strategy based thedata mining and decision tree
classification in order to arralthenormal and attack traffic, statisticAlyanother example, Mabu

et al.(Mahu, Chen, Lu, Shimada, & Hirasawa, 2bppsed a fuzzy classsociationule mining
method for detecting the intrusions. Their method, which was based on genetic network
programmingemployed directed graph structures insteadtdhg genetic algtirim in order to
extract many important classociation rules.

As mentioned earlier, from the aspect of analysis methods, machine learning algorithms are the most
efficient techniquehatarebroadlyengaged in various kinds of 1D et al(Kim, Lee, & Kim,
2014)proposed a hybrid intrusion detection method that integrated hierarchically a misuse detection
model basd onthe C4.5 decision tree algorithm and an anomaly detection model based on multiple
oneclassSupport Vector MachineS\(M9. The experimental results showed improvemdmée

IDS performance in terms of unkneattacks detection and speed of detedfiang et al(G.

Wang, Hao, Ma, & Huang, 20pf)posed an approach based on aatifieural networks (ANNS)

and fuzzy clustering, called-&8N, for achieving high DR and low false positive rate. The fuzzy
clustering technique was used for generating different training subsets. These subsets were employed
for training the ANNSs. The nel$ of simulation experiments on the K¥O'dataset showed superior
performance as compared to the fmokagation neural network (BPNN) and otherkaelvn

methods such as decision tree and naive Bapiishan and Khal{{Bheikhan & Khalili, 2010)
proposed a rule extraction module baseadymamic cell structure (DCS) neural network and a
modified version ahe LERX algorithm. Their experental resultsaveshown the superiority of

the presented methadscompaed to the multilayer perceptron (MLP) in identifying the hard
detectable attacks.

Asdiscussefreviouslythe majority of researchershasecurity communities who work in énea

of intrusion det e cadbewhmark dataset far bBvaluatkdp their InBthods s
Becaus¢he K D D 0 datdset has some problems like having redundant and duplicate records that
will cause negative effects on the evaluation result whersbdiag an evaluation dataset, Tavallaee

et al(Tavallaee, Bagheri, Lu, & Ghorbani, 200®@duced a nedatasehamed NSIKDD dataset

thatis a revised versionkfD D & @rsisting of selected records of the complete oKgin@ 6 9 9
datasett is noted that some researsiseich as Raza et(®aza, Whjren, & Voigt, 2013jsed the
simulated traffic rather than employing the offline benchiatasetfor evaluahgtheir proposed

IDSs.

1 Antrusion Detection Expert System
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There are diverse studigsimtrusion detection that focos the type of networkEor instance,

Zhijie and Ruchumg (Zhijie & Ruchuang, 2012)esented a hew anomaly detection method based

on a Markov model in order to predict the trafffclargescale wireless netwarksdeed, they
proposed their technique foetdcting some kind of attacks suckedsctive forwardingttacks

which make more influence on packet traffic. The experimental results of their method had higher
DR, lower FARandlowercomputation and communication overheads in comparison with other
techniques.

During the last yearthere are festudieghatfocus on presenting a dedicate IDSHetnternet

of ThingsFor example, Liu et &C. Liu, Yang, Chen, Zhang, & Zeng, 2pddjosed an IDS based

on the Artificial Immune System (AIS) in order to identify intrusioisT. In this method, they
defined IDS and loT environmeint their AIS, firstly. Then the selflaptig and seHearning
mechanisms were simulated. They succeeded to show the proper perforthanoepdsed
method in detecting intrus®oof I0T. Amin et al.(Amin, jig Yoon, Siddiqui, & Hong, 2009)
proposed & IDS for IP based Ubiquitous Sensor NetworkU8R!). Similar to6LoWPAN, IP-
USNis another effort to make the concept of real 10T. In their resiygiBiudied three possible
attacks (i.egtacks from the Interndtosts, withinsensornetworks, and on the Interndients)
which may happen in 4BSN. In their method, the proposed IDfs resided othe IP-USN
gateway. Their presented method indlie main componestalled Internet Packet Analyzer
(IPA) and USN Packet Analyzer (UNA). Moreover, IPA consistagb modules for anomaly
detection and pattern classificatibme aomaly detection module was in charge of identifying
anomalous traffi®.he UNA component employadiave nodegurveillancaodes) to generate and
send warning messages tovithedmaster node. The master node was respofwmitieaking
decisiongnd enforcingolicy within its domain. $leekind of node could detect intioiss inthe
network. Indeed, they took a bottoim approach that began from reviewing the traditional attacks
of WSNs and continued towattk possible attack scenario ifJIEN for designinga dedicated
IDS.Kasinathan et dKasinathan et al., 20&r@yoducedDenial of Service (DoS) attacks detection
architecture for 6LOWPANhe proposed IDS as immune against DoS attacks. In addition, it was
applicable and scalabldhiareal 10T application3.hey integrated an IDS into a framewhgk

was developed in the Europdausines®ased Internet of Things and Servregectnamed
Ebbits The prgposed methodsedanIDS proketo listento the 6LOWPAN network trafficTheir
simulation results showed the capability of the proposedctuchiia detecting DoS attacks.
Moreover, because the proposed IDS was hostedawerful Linux host the Ebbits network, it

could overcomthe concerns ofesource constrairtstraditional lowpower devicese et al(Le,

Loo, Luo, & Lasebae, 201grked on security aspects of RPL by introducing a spiecHiesed

IDS for detecting a new type of threat called topology attack. This type of attack, which was originally
applied to RPL, changes the node operation for breaking the optimized network topology. The
experimental results showed effective detesftRRL topology attacks with reasonable overhead.

Perhaps the most important resedtdt has already been donedesiging an appropriative

intrusion detection systdor 10T isthe SVELTEproject Indeed,n this projectRaza et a(Raza

et al., 2013roposed a novel ra@he IDS for 10T called SVELTE. They implemented the proposed
model in the Contiki operating system and targeted only routing attacks such as ss&etheand
forwarding Their proposed system consisted of three main centralized modules which were located
in 6BR. The first module called 6Mappasresponsible to gather network data and construct a
DODAG of the network in 6BR. The second module amhlpaped datan order to detect
intrusions. This moduleould identify attacks through (1) detecting inconsistency in obtained
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DODAG, (2) checking the availability of the network nodes, and (3) validating the routing graph.
Thethird modulewasa distributed imi-firewall whiclwasdesigned to filter malicious traffic before

it reaches the resoumenstrained devicathey showed through simulated scenarios that SVELTE
has a small overhead to deploy on the constrained nodes and can detetiemadicadusiodes

that launch sinkhole and/selective forwardiragtacks.

15



Chapter 3: The Proposed Intrusion
Detection System

Sincethere is nbaconsiderable study in the Isdcurity thaises the machine learning approaches
to detect intrusian the main purpose dhe proposed model is tsethe machine learning
algorithms in order to presemt ML-based intrusion detection techniqueidentifying security
anomaliefn the Internet of Things This chapter introduces the proposed model by describing the
differentapplied approachdss mentioned in Chapter 1, the proposed model considers both cyber
attacksand insideattacks, which mdye launcled by the Internet and 6LoWPAN, respectively.
Therefore, as shownkigurel-2, the proposed model consists of two m@imponentso confront

with the Internet and 6LOWPAN threats.

3.1Cyber-Attack Identification

Generally, resouroenstrained nodes of 6LOWPANS can be attdnkeliverse cybattackson

the Intend (or LANs)because the 6LoWPAN can connect to ttegret (or LANS) through 6BR

In the propose model, the detection of cylsgtacks will be done offline by employing a novel
misusebased intrusion detection engiAs. shown in Figre 1-2, the proposed component
comprises of two following sequential phas

3.11Preprocessing

Intrusion detection systems usually face with thediniggmsionalargescaledata including

irrelevant or redundant features. Theseskihteatures lead to reduce the spedteddetection

process and increase resource cqutfunm For examplein ML-based intrusion detection
techniques, every feature of the training data may not be relevant to the detection task, and in the
worst case, irrelevant features may introduce noise and redundancy into the design of classifiers. So,
choosing a good subset of features will be critical to ingpttoe performance of classifi@iPei,

Goodman, & Punch, 1998h other words, to reduce the computational complexity and increase

the accuracy of these methotkature selection is needed in a preprocessing stage, because the
number of features which is used in an IDS is usually large and feature selection algorithms can
identify the most relevant ones. Thus, feature selection methods are used to detéesine the
minimal set of features that does not contain redundant features. Feature selection is useful to avoid
the oveffitting problem, improving the performance of classification models, reducing the training
and testing time, improving stability againsgen and reducing the measurement and storage
requirement@Kumar & Kumar, 2012Becausthe proposed method usdsgh-dimensional NSL

KDD dataset athesimulated traffiof the Internet side, this thesis provides a novel hybrid method

based on Binary Gravitational Search Algorithm (BGSA) and Mutual Information (Ml) to reduce the
datasetds di mensi on. Before introducing the pr
usel in the proposed technique will be reviewed.
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3.11.1 Feature Selection Problem
Suppose that = (D, F, C) is a dataset withinstancesndimensionandk labels or target classes

where D = {o,0,, »q},F ={f,.f,, »f} andC ={c,c, », g}are the sets of instances,

featuresand labels, respectively. The goal of machine learning is to providena modet that

maps the input feature sp&amto the class spaCeand it would be better if the moldebntained

those input features that contribute much more information to the distribution of théHlasges

Wu, & Zhang, 2014Feature subset selection probiefars to finding an optimal feature subset

like F fvith d member of the whole feature space wherie andd < m, and it can lead to the

best possible accuracy in the classification or more clearly in optieritang function. The

number of suitable features is not predictable, so all feature subsets should be evaluated to find an
optimal feature subset. Let the number of featuthe diataset bg, so the number of the feature

subsets will ke - 1. Whennis large, it is impossible to evaluate all feature subsets, therefore finding

an optimum feature subset is usualhhhiie(Deisy, Baskar, Ramraj, Koori, & Jeevanandam, 2010)

3.11.2 Feature Selection Techniques

The feature selection retl has two main steps: (a) the generation procedure that finds an optimal
feature subset, (b) an evaluation procedure to measure the optimality of the generating subset of
features by using an evaluation critébBeisy et al., 201@epending on feature subset evaluation,

the feature seleatiomethods can be classified itite filter, wrapper, and embedded methods
(Kumar & Kumar, 2012J he filter methods use general characteristics of the training data to evaluate
features and operate independent of learning algorithms, so these methods are appropriate for
processing higtlimensional datHoque, Bhattacharyya, & Kalita, 20¥japper methods use

learning algorithms to evaluate the feature subset selection, and this means that they use classification
feedbacks for feature selection. These methods have improved the accursifigatiociasith a

high computationalomplexity(Hoque et al., 2014)herefore, they are intractable for famae

problems. In the embedd approach, feature selection is a pdhniedfaining phase in machine
learning, so the feature selection is specific to the applied learning algtwgbest al., 2014)

Another approach to feature selection is based on hybrid methods. This approach is a combination
of filter and wrappdrased methods. The filter method selects the candidate features which are
refined by the wrappear (Hoque et al., 2014)

3.113Binary Gravitational Search Algorithm

Finding an optimum feature subset depends on the search Stratesgarch strategy is classified

into exhaustive, heuristic and random searches and is combined with several types of measures to
form different algorithm&uiz, Riquelme, & AguHBuiz, 2005)The timeomplexity is exponential

in terms of data dimensionality for exhaustive search and quadratic for heuristic search. Hence,
heuristic search algorithms have been widely used for feature selection. BGSA is an efficient
populatiorbased heuristic seatblatcan be used in various optimization proflé&wmcording to

the Newtonian gravitational law, each particle attracts other partickesgvatlhitational force

which causes a movement of all objects globally toward the objects with heavier masses. This for
is directly proportional to masses of particles and inversely proportional to the square of the distance
between therfRashedi, Nezamabd#tiur, & Saryali, 2009)

— MIM 2
F=G=152 (1)
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whereM; andM are the masses of particles, Riglthe distance between them. Based onEq. (3
1), the gravitational force between large particles which are closer willGhis ldrggratational
constant and its actual value depends on the thgeiofvers€Rashedi et al., 2009)

t

qn:%% (32)

tmax

wheret, is the total number of iteratior, is the value of the gravitational constant at the
beginning. Computer science uses the Newtonian gravitational law in optimization problems such as
some random candidate solutions calledsatpantare creed for an optimization problem as an

initial population. Then, each agent moves other agents based on Newtonian gravitational law. So
the problem space is searched to find the best possible solution. Accordingtith&B&ginning

of the algorithmapopulation ohagents is created. The position of each agent (particle), which is a
solution, is defined as follows:

X, :(xil, », )gd, », )gm); i =1,2, »n (3'3)

wherex! is the position of th& massn thedth dimension anchis the number of dimensions.

Then by computing and using the fitness value of each particle, their masses are calculated as follows
(for a maximization problem):

_fit, (t) - worst(t

fit, (t) -worst(t) _a(t)
Gi ( )_best( )_ WOI’S( D M, (t) “an (3'4)
where fit, (t) presents the fithess value ofittteagent in théth iteration (specific timejest( 1)
andworst(t) show the best and worst valuestiniteration and are defined as follows:

best( t)=_,Enax fit (t) . wors{ § = min, fit (1) (35)

j{1,»,n}

In the next step, the force acting fromjttieagent to theth agent in theth iteration is calculated
as follows:

aty=a (MM Oy
=60 () () (36)
wherem; and M, are the mass of agent:dj, respectively ar@s a small constarr, is the

hamming distance between two agesmislj. The total force acting from other agents td-the
agent in dimensiatis calculated by summing the randomly weighted forces that are extracted from
the dth dimension of other agents:

F'(t)= a gFR(t) (37)

ji Kbest, j i
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wherg is a random value between 0 and 1. Note thak dr@gt agents which have the highest
fitness value are considered to attract the ¢8tegikhan, 201d¢cause this limitation will improve

the performance of GSA by controlling exploration and exploitation to avoid trapipéigaal
optimum solutionin the beginning, a setlobest comprises of all the agents and decreases linearly
to one, over time. In the next step the acceleration iefitlagent in the dimensidiis computed

based on the law of motion as follows:

£(0="" ((t)) (38)

Generate initial population

>
Evaluate the fitness for each agent

v

Update the G, best and worst of agents

v

Compute mass and acceleration of agents

v

Update the velocity of agents

!

Update the position of agents

Is termination
criteria reached?

Optimal solution

Figure3-1: Flowchart oBGSA

Then the velocity of an agent in the dimension d athhieration is computed by current velocity
and its acceleration as follows:

vi(t+1) v (t) & (1) (39)

whee| is arandom value between 0 and 1. In the BGSA, the position of an agent in each dimension
can take only 1 or 0 value (means that does the equivalent subset include the corresponding feature

or not?) The position updating of agents are calcatatedling to the mass velocity probability as
follows:

<3t +1) ﬂ_jécompelen( £( )) g <S(vf‘(t)) %tanr(v’( ﬁ)‘

i x2(t); otherwise

(3-10)

19



To reach a good convergence rate, Rashedi{Rastedi, NemnabadPour, & Saryazdi, 2010)
limited the velocity byﬁ (t)\ <v,, ® . The above steps will continue until the allowed iteration

number is reached or an acceptable solution is found. The flowchart of BGSA is shown-in Figure 3
1

3.114 Muual Information

Generallyfeaturescan be classifiddto three categories: relevant, redundant, and noisy features
(Bonev, 2010Relevant features dne featurethathave information about the target classes. It
means that they can classify instances by themselves or in a subset with oth&s fefadwesn

Figure 2, they include two different types: strong relevance and weak relevancee fideatur
strongly relevant if its removal degrades the performance of the classifier. It is weakly relevant if it is

not strongly relevant and if F is a subset of features, the performituecsastifier orr C{f }
will be better whejustF is usedBonev, 2010)

Because the redundant features can provide the same information about the target classes like selected
features, thereforthey can be removed from features space. Some features do not include
information about the target classes and also they are not redundant, which are called noisy features
and they should be removed, because they have a negative effect on classifieation ac

Irrelevant features (redundant and noisv teatures)

Weakly relevant feature

Strongly relevant
features

Figure3-2: The llustration of feature types as a feature space

In most intrusion detection datasets, some of the features are practically either redundant or irrelevant
(noisy) to the classHiion problem and they cause a low BBnerallythe feature selection

methods find the optimal features by meastirérglationamount of features to the target feature

A variety of evaluation criteria have been introduced feb&ifed methods vahi can be classified

into five groupgKumar & Kumar, 2012)}istance, information (or uncertainty), dependency,
consistency, and classifier error rate. The information metmigriknear correlation metric and is

a good measurement to quantify the uncertainty of the {€aisseet al., 201@ne of the popular

and effective methods for improving feature selection is based on using mutual information. Ml is
an information theory metribatis used to measure tteevance of features and it shows how

much information is shared between features. Suppose X and Y are two discrete random variables
that take on values from sets of A and B, respectively. The mutual information of these two variables
is defined as:

(v )=8 an(xy) m%; {) P(X 3.6y RY ¥ (313
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Proposed MI-BGSA method
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Dataset
Generate initial population
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Discretize each value Normalize each value
of dataset (v;) for a of dataset (v;) for a Update G, best and worst of agents
given feature (f;) given feature (f;)

y
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agents

v

Update velocity of agents

v

Update position of agents j

p—

Select the best features from
generated subset of features which
were produced based on the position
of agent

v

Update position of agent based on
the selected best features

N
Global Search

Is there any
continuous
feature (f)?

Is there any
feature (f;)?

Normalized
dataset

Discretized
dataset

'
Local Search

Is there any
agent?

Is Termination
Criteria
reached?

Optimal features subset

Figure3-3: The proposed hybrid framework for feature selection

wherep(x) and p(y) are the marginal probability distribution functionXfandY and p(x,y)

is thejoint probability distribution function ¥fandY. If X andY are closely related to each other,

the mutual information between them will be very high and vice versa. The main idea for using Ml
in feature selection is that the features should be higelsited with the target class, without having

any correlation with each otliéumar & Kumar, 20120ccording to this idea, BdBiattiti, 1994)
proposed a method called informatiased feature selection (MIFS) where its evaluation function
was defined as follows:
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I(f)=1(f;C) -ba I (fif.) (312)

fois

wheref, is the feature fich we want it to be select€ds the target class, aB@ the candidate

selected feature set.is a parameter that is determined empirically and varies between 0 and 1
(Kumar & Kumar, 2012J he aim of this method is to maximize the relevance between input features
and target class and to minimize the redundancy between selecte@Aeaitiirésusefi, Lucas,

Shakery, & Yazdani, 201h)Eq. (312),the first term gives the feature relevance between the new
input feature and output feature, and the second term is like a penalty for the first term and measures
the correlation between the new feature and selected features. When the number opstelected i
increases, the effect of the first term would decrease. In order to avoid that, Amiri et al. proposed a
modified MIFS (MMIFS) by modifying the MIFS evaluation function as f@Nmivset al., 2011)

I(F)=16,C) -éafsisl (f,ifs) (313)

where|S|is the number of selected features. Determining an appropriate value assighrigent for

a critical task because it has a great effect on the appropriate feature selection in the MIFS
algorithm.

3.11.4 The Proposedifeedelection Method

In this section, the proposed hybrid filieapper feature selection method is introdudiad.

method is based on BGSA as a populbi@sed heuristic search. The proposed method uses mutual
information to compute the featfeatue and featurelass mutual information for reaching a
maximum relevance between selected features and the target class and a minimum redundancy
between selected features. This hybrid vefapper and filter types of feature subset selection
algorithm wasaed for improving the performancetiod intrusion detection system. Figgie

depicts the proposed hybrid framework.

According td-igure3-3, thefeature selection process was performed in the following steps:

Step 1 (Initialization): Some of the feateisubsets were generated randomly as the initial population
of agentsr). Each agent was comprised of a binary string with a lengthehumber of features

in the dataset), where the value of each bit showed the presence of a correspondingrfeature in
agent.

Step 2 (Evaluation)Each agent was evaluated by the fitness function in this step. It means that for
each agent (feature subset), the SVM model (as a binary classifier) was formed by training instances
in the dataset that included just festim the corresponding feature subset, and it was evaluated by
testing instancds. this step, the best position of the agent (best feature subset) between the current
position of agents and the best position up tortvéops iterations was identiflgased on a fitness

function. The fitness function was a-tjective function based on maximizing DR and minimizing

FPR. DR is the ratio between the number of correctly detected attacks and the total number of
attacks. FPR is the ratio between the nuailecorrectly detected attacks and the total number of
normal connections in the testing set. It was assumed that the DR and the FPR had the same
importance; therefore, a fitness function was introduced based on minimizing the Euclidean distance
between &h agent point with coordinateg ¥R, DR) and the perfect classification point with
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coordinates 0f0%,100% in a receiver operating characteristic (ROC) curve. Bigsieows a

simple example of the Euclidean destdretween an agent point and the perfect classification point
in the ROC curvézPRandDR,; arethefalse positive rate atitk detection rate of theh agent.
The proposed fitness function is defined as follows:

Fitness=min({d a » 5 p @’ ( @11 1ich (3-14

wherea andp are the-th agent point and the perfect classification point, respectivelys dimel
number of agents.

(0%, 100%)

100% :7
e ‘};uclideandistame
'A.
(FPR;, DR;)
DR
z >
0% FPR 100%

Figure3-4: A simple ROC curve with one agent

Step 3 (Updating):The position of agents was updated based on Newtonian gravitational laws. To
do so,G, the best and the worst values of the population were updated in the begjmmniggs.

(3-2) and 85), respectively. Then, the ma&sy gnd the acceleratica) ¢f agents were calculated
using Egs.¥4) and 8-8), respectively. After that, the velocity and the position were updated using
Egs. (39) and 8-10, respectively. Theif the maximum number of iterations was reached (the
termination condition), the best position of the agent was returned as an optimal feature subset.

Because the position of each agent was updated only based3t0Edhi§ means that the
select/dselect decision about a special feature is independent of other feature selection decisions,
which can lead to an increase in the redundancy or statistical dependencies among the selected
features. So, mutual information was used in the position updasiegnporder to find an optimum

feature subset for improving the performandbefeature selection method. To use the mutual
information in the third step, as can be seen imeF8y3, the proposed method was included two
search strategies of optiatian: (a) the global search, as the outer optimization layer, deals with the
problem of choosing the optimal feature subset based on the BGSA in a wrapper manner, (b) the
local search, as the inner optimization layer, prunes the feature subset getieeatedtper

model. Feature subset pruning was based on the MMIFS method. The followirgopgseudo
describes the proposed algorithm:
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Algorithm 1. MI-BGSA feature selection method

Input:

1 SMis the search mode with permissible values of 1 and 0] wieses that the algorithm v
search for the best pspecified features and 0 means that the algorithm will search for an ¢
set of features out of all available features.

1 kis the predetermined feature set size.

Output: Selected featuresh .
Initialization:

91 Initializen (number of age_nts))(number of features), atidi(maximum number of iterations)

1 Set paramete, inay andA .

7 Initializet =0 and the position of the agemts(t) for i =1,2,..n randomly with a binary valu

1 Setgq, by a pradefined threshold computed by the proposed fitness function.

1 Initialize the fithess of the agemtsesg § =[0],., -

7 Initialize the velocity of the agewst) =[0],,,, fori =1,2,..n.

1 SetFpbest=0as the best fithess andest=[0],,, as the best position.

Steps:

(1) while t <t

)] CalculateFitnesq ) via evaluating the position afeats by using the proposed-BGSA

fithess function.

(3 Calculatebest( f) = max(Ftnesg }), worst(t) = min(Fitnesg }) , andG (t) =G, (1 _tt ).

@)  if Foest < besf }

o) SetFoest= best Yand Lbest= X, ..¢iness(y( -

(row _index)

6) end

) Calculatey (t) and M, ) for i =1,2,..n using Eq. @}).

(8) CalculateR't) for i,j =1,2,.n andd =1,2,..musing Eq. (&).

9 Calculater®(t) for i =1,2,..nandd =1,2,..musing Eq. ().

(10 Calculate’ (t) for i =1,2,..n andd =1,2,..musing Eq. (B).

(1) Calculater?(t +1)for i =1,2,..nandd =1,2,..musing Eq. ().

(12 foreach agent=12,..n

3 Updatex? (t +1) using Eq.%10 for i =1,2,..nandd =1,2,..m.

(14  end for

(15 foreach agent=12,..n

(16 Initialization: Sef ={} as the initial set of input features which to be filled by the se

features that found inthe outerlay@r}as t he sel ect e do uftepa

v for each feature, from the original feature set£1,2,..m)

19 if x“t+1) 4

19 F=F Gf}

(20 end

(2D end for

(22 for each feature, i F

(23 computel (f,;y)

(29 end for

25 Selection of the first featurd=ind the featuref, which maximizesi (f,;y), set

F=F {f}, and
S={f}.

(26 Set count = 1 where SMis 1

27 while F | @ where SMis O afount ¢ kwhae SMis 1

(28 for each pair of features,,f.), where(f, 1 F),(f, IS)

24



(29 computel (f ,;f.)

(30 end for
(31 for each feature, i F
b ..
(32 compute J(f,) = 1(f,;y) Eafsig (faifs)
33 end for
(39 Choose the featurfg as the one that maximizegf,) and setMax = max(J (f, ))
(39 if Max 2 ¢, where SM is 0 afount ¢ kwhere SMis 1
(36 SetF=F {f}, S=S G f}
(37 Setcount=count +1 where SMis 1
(39 else
39 SetF =F {fj} and x/“(t+1) O(the candidate feature is skipped in théth
agent)
(40 end if
4y end while
(42 endfor
(43 end while

(44 SetFi={if Lbest' =1 thenreturnd |d =1,2,..m} as the final features subset
(49 return Fj

Lines 214 in Algorithm 1 show the global search that leads to selecting an optimal feature subset.
Then, as shown in lines-4% the proposed method works asMMIFS method for pruning the

optimal feature subset which can lead to select the best features from the optimal feature set. The
MMIFS is a greedy forward feature selection algorithm, in which each single input felgdre is ad

to the selected feature set based on fdetaitge and featuodass mutual information. The
objective of this method is to maximize the relevance between the selected features and the target
class and to minimize the redundancy among the seletiteesfeAs shown in Algorithm 1, the

MMIFS procedure (lines -#12) selects one feature at each time. This selection is based on
maximizingdhe MMIFS evaluation function. It means that a featuref(e.will be selectad each

time which can lead to maxinmg the information wih the target class and minimizthg
information with the selected featufesseen in Algorithm 1, the proposed method works in two
search modes: (a) selection of the optimal feature set sizeti¢r) skthe predetermined feature

set size. When the proposed method works in the second search mode, the MMIFS procedure can
be performed until the poetermined feature set size is selected. In the first search mode, a threshold
(i.e.,q,, ) should be defined. In this mode, we assume that when the evaluation of candidate feature
f, (that is a feature which can lead to maximization of MMIFS evaluation function) is greater than or
equal to the threshold; thenwill be selected. In this paper, we tisedenetic algorithm (GA)

with the aim of finding an appropriate threshold. GA is an adaptive heuristic search algorithm based
on the evolutionary ideas of natural selection and gert@ttbsuses random search to solve
optimization problems. Each population in the proposed GA represents a possible solution to find
an appropriate threshold. In GA, each population is evaluated by a fitness function. The fitness
function used in GA was basmdthe MMIFS method he following pseudoode describes the
proposed GAbased fithess function:

Algorithm 2. Proposed genetic algorithm fitness function

Input: A binary string with size bf as a chromosome.
Output: Fitness valuB.
Initialization :
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Steps:
@
@
©)
@
©)
©
™
®
©
(10
1D

12

13
14
19
19
(17
19
(19

(20
(2D

22

Set F = {f, »f,} as the full feature settbedatasetS ={} as the selected feature and
y = taget class.

Setcent = count number of 1 value in input binary string;
Setgl, =cnt 0.01;

for each feature, i F
Computd (f,;y);
end for
Find the feature, which maximizes(f,;y) ;setF = F -{}, S={f};
while F , @
for each pair of featurdt ,f,) , where(f, i F) , (f,i S)

Computel (f,;f,);

end for
for each feature, I F
Computed (f,) =1 (f;y) -% %‘1 L(f,5f) s
[ ‘ S

end for
Choose the featurie as the one that maximizé§f;) and setMax =max( j(f,));

if - A@1 Max2 d,
SetF = F {f,} ,S=S ¢ f{};
else
SetF =F -{f;};
end if
end while
SetR by evaluating theby usinghe proposed MHBGSA fitness function;
return R;

Assumingo¢ J(f,) @, so the threshold should be between 0 and 1. Therafdrgaapulation in

GA which represents a possible solution is coded Wittary string vector as a chromosome with

a size of 100. The value of each bit is 0.01; it meanse#twkthiwill be accurate up to 2 decimal
points. As seen in Algorithm 2, the generated feature subset in the MMIFS method will be evaluated
using the proposed NBGSA fitness function which is originally used in the proposB S

feature selection methdgfbr evaluating each agent). The following pssadk describes the
proposed MIBGSA fitness function:

Algorithm 3. MI-BGSA fitness function

Inputs: Tr =D,(F,C)andTe= D,(F,C)as the training and testing datasets vhard C are the featur
set and the target class, respectively.

Output:

Steps:
@
@
(€)
@)
©)

fitness valul®

Train SVM classifier usimg

Test SVM classifier usiing

Compute DR and FPR using the test result of the previous step
SetR by computing the fitness value usigg@&14)

return R
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3.12 The Presented Approach

As shown in Figre1-1, in ordetto detect cybeattacks, which mdelaunctedbythe Internet (or
LANS), this thesis presents a nouausebasedalgorithmby introducing a new version of OPF
called Modied OPF MOPF). Optimumpath forestJoao P Papa, Falcao, & Suzuki, 2609)
graphbased machine learning metltioat reduces a classification problem into the probfem
partitioning the vertices of a graphis following characteristics iegdo OPF became an efficient
machine learning algoritlfAmorim & de Carvalho, 2012)

1 OPF is a simple and fasassifier.

1 OPF isaparametemdependerthatoriginally supports multlass problems

1 OPF can handleartial overlapping among the cladge# does not make any assumption
about the shape of classes

I OPF carbeused in both classification and chirsgeproblems.

Generallythe proposed model consists of three main mocailgmrtitioning(b) pruning; anéc)

detecting. One of the main challenges in the OPF is the thie&rahing set. In the first module,

the K-Meanstlustering algorithm wased as an unsupervised learning method for addressing the
problem of scalability in large datasets. Moreover, this partitioning can enhance the detection
accuracy of loMrequent attacks, such as R2L and U2R attacks, in tHe(NISdataset. Thé&-
Meanglustering algorithm paitins the original heterogeneous traidatgseinto k homogeneous

clusters which will be used as the training and evallattieet of k extended models of OPF

named Advanced OPF (AOHRR}he detecting module. With the ainspdeding up the OPF, the
centrality and the prestige concepts in social network analysis were used in the second module for
pruning the training set of OPF by identifying and selecting the most informative samples. In our
work, the proposed pruning modabn identify informative samples, so the size of training and
evaluation sets can be reduced for speeding up the OPFAQRER,were trained in the detecting
module by using different training and evaluation sets which were projected in the first module
Before introducing the proposed method, some of the fundamental concepts ugpedsarttasl
misusebased IDSvill be reviewed.

3.12.1 Supervised OptpatimForest Algorithm

In 2009, Papa et &loao P Papa et al., 2008pduced a supervised machine learning algorithm
based on the graph theory, called optispatn forest. fiey reduced a pattern recognition problem

into an optimal graph partitioning in a given feature space. In the OPF, each sample is represented
by a feature vector and is shown as a node in a complete weighted graph. The weighted arcs, which
are defined bydgacency relations between samples, link all pairs of nodes in this graph. The arcs are
undirected and the distance between two feature vectors is considered as the weight of arc in the
complete graph. Each path connects a pair of nodes. A path is carhposeglience of distinct

samples and a connectivity function, such as the maximueigintcalong the path, which assigns

a cost to the patAmorim & de Carvalho, 201%3enerally, the EFbased classification is
composed of two distinct phases: a) training and b) classification. In the training phase, some key
samples from the training set, called prototypes, should be identified for each class in the classification
problem. Then, the owplete graph will be partitioned into optirqatth trees (OPTs) by a
competitive process between prototypes (as the roots of the OPTs) which introduces optimum paths
to the remaining nodes of the graph. The OPF will be congfaseadion of OPTs. The noslef

OPT will be strongly connected to their prototypes as compared to other prototypes in the OPF.
Hence, each sample that belongs to an OPT has the same class as its prototypes. In the classification
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phase, all of the arcs that connect an unlabelea ¢gamplsamples in the OPF are considered to

classify that unlabeled sample. By evaluating the paths from the nodes of OPF to an unlabeled sample,
a node can be found which offers an optimum path to that unlabeled sample. Hence, the class of an
unlabeled a mpl e will be same as the rootds class of
classification phases, another phase (called learning) is usually used for improving the accuracy of
OPF. The learning phase is performed by using the clamsificars on the evaluation set. Suppose

z=27 GZ, @ as alabeled dataset in whichz, , andz, are the training, the evaluation, and

the test datasets, respectively noted that, is used for improving the accuracy of learning model

on z, by teaching the classifier using randomly selected samples of the same class from non
prototype samples in, and replacing them with the misclassified sampes(@morim & de
Carvalho, 2012The details of OPF procedures are described in the following subsections.

A. Training Phase
Identification of the optimum set of prototypes, calag#l z, is one of the main processes in the

training phase. Suppase: (z,, A) isa complete weighted graph with the specifications mentioned

above. The samples in the training dataset are represented by theGyadwbazch pair of samples
is defined by its ain A=z, 3z . To find the prototypes from , an MST from G should be

computed. The closestdes of MST which have different labels, iare the prototypes of OPF

(Joao P Papa et al., 2009 optimum set of prototyp€s ) is a set of prototypes that minimizes
the classification error of the OPF training algorithm {doao P Papa et al., 2009)

An OPT should be found in the training phase for each that rooted a specialgpotypepi S,
whereSis the set of prototypes. It means that the OPF classifier assigns one-pathnftomS
to each samplei z . Notably, a sequence of distinct samples sugh=as,s, », s,y with

terminug is a path, and a path with one sampleiké& ) is called trivifloao P Papa et al., 2009)

A pathvalue functiory,  assigns a path cost to each patiThef _ is determined by E®B-15
(Joao P Papa et al., 2009)

i (S)_éo if si'S
mex _:' + o otherwise

F a2 o5 :t) =ma{ £ p) .d(s D} (319

where s is a training sample (is€. Z{ )) andSrepresents the prototype set. Moreover, the distance
between sampleandt is denoted by(s,t). The maximum distance between two adjacent samples
alongp,.(s.t) is computed by, (p..(s.t)) wherep, .(s,t) denotes the concatenationgf and

(s,t) (as a path and an arc, respectively). Partitioning the OPF for computing OPTs is performed by
minimization off __ which assigns an optimum patfit) from the set of prototypes € z) to

every samplei z, whose minimum cost(t) is calculated as follo@®ao P Papa et al., 2009)

min

C(t)=. P, I’(Zl,A){f’“ax (pt)} (3-16

The minimization of__ is performed in the training phase of OPF. To see more details about the
OPF training algorithm, refer {#oao P Papa et al., 2009)
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B. Classification and Learning Phases
To classify each unlabeled sample suchvasassumeas a parof the training set. Let all of the

nodes and their arcs connect corresponding samples in the trainirig Be¢ fgurpose of the
classification phase is to find an optimum pagh from S (as optimum patprototypes) to t,

and then labeling t with the class of its root which is shom(n)by (R(t)) , in whichR(t) denotes
the root of t and (R(t)) is a function that assigns the correct lal®{tio(Joao P Papa et al., 2009)

The optimum path can be found incrementally by evaluating the optimum cost agdalRs
Papa et al., 2009)

C(t)=min{max{C(s) . d(sd}} ;: "siz (317

wherec (s) is the minimum cost af Suposes’i z, is the best node that satisfies B4.4. It is
noted that. (s) =/(R(1)), so the classifier assignis*) totas the class band an error is occurred
whenL(s"), /(t) (Joao P Papa et al., 2009)

One of the main challenges in building an efficient classifiemjisality of training samples in a
classification problem. Hence, it would be interesting to select the most informative samples for

which can improve the accuracthetlassifier on,. Papa et glJoao P Papa et al., 2qfi@sented

a general learning algorithm for building an efficientieladsit used an evaluation getto
enhance the composition of samples in the trainirzg s&thout changing its size. They uged

for evaluating the classifier which was prdjecte, . Then, they replaced misclassified samples of
z, with the samples of the same class frompnatiotype samples in, which were randomly
selected. This process was repeatdditerations by using the new setg oindz,. More details

about the OPF classification and learning algorithms can be f@Rearckira, Nakamura, Costa, &
Papa, 2012nd(Jod0 P Papa, FalcaO, De Albuquerque, & Tavares, 2012)

31.2.2K-Mean€lustering Algorithm

Clustering is based on an unsupssiMisarning algoriththatcan cluster data samples into disjoint
partitions based on their similarities. KHdeansds a popular and crisp clustering technique (with
nonoverlapping partitions) that is a numeric-aeterministic, and iterative methi&angita &
Dhanamma, 2011pupposed ={x,|i %2, »n} IS a set of n samples. TKeMeansalgorithm

partitions these samples ikt@lustersC ={C,, C,, »,G,} such that the following conditions be
satisfiedBakshi, Jagadev, Dehuri, & Wang, 2014)

a) c,A: " t k¢
b) C AC =A: 1 i¢j k¢ j
c) U.c=0p

The main goal df-Meanglustering algorithm is to minimize the sum of dissimilarity of all samples
in a cluster from the centroid. In other words, iiiterion is defined as follows
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_arg minX

c o, &l -l (19

c

9.(C)

i

then we want to partitiamsamples inté& clusters such that the above criterion within each cluster
becomes minimum. In E®-18,‘ is the centroid of all samples which beloreolusterc, .

Notably, g,(C) is theK-Meansobjective functiorin Whiché alx; - ng\z(as an error function)

shows the quality of the clustering. The stepdwdanslustering algorithm are as foll¢®@angita
& Dhanamma, 2011)

Step 1Generaté random centroids from the dataset.

Step 2:For each sample in the dataset, calculate its Euclidean distance from the centroids.

Step 3:Assign each sample to a cluster that is the neahestdutroid ofthe cluster based on the
calculated Euclidean distance (computed in Step 2).

Step 4:Recalculate the new cluster centroids by computing the mean of attribute values of the
samples in each cluster.

Step 5 Repeat Steps 2 to 4 until the stoppiitgricm is met.

One of the key parameterKirtMeanslustering algorithm is the valu& @fhich has a great effect

on the performance diealgorithm. Th®aviesBouldin (DB)ndex is used as the evaluation metric
of K-Meangclustering algorithm in thstudyDavies & Bouldin, 1979)

k S
0B =14 max(R): R =1 | (319

wheres ands,; are the averagestiinces of all elements in the ith angHtihelusters from the
centroid of each cluster, respectivglylenotes the distance between centroids othhend the

j-th clusters. As seen in E§10), the DB index is a functionthe ratio of the sum of withaluster
scatter to betweeasiuster separation. The witlsinster scatter should be minimized and the
betweertluster separation should be maxim{Ray & Turi, 1999R, in Eqg. G-19 shows the

similarity measure of clusters. Moreavers based on the dispersion measure of a clgigtan(
the cluster digsilarity measurei() (Davies & Bouldin, 1979Jhe minimum value of DB index

showsa better quality of the clusters and consequentsr Ipetrformance df-Meansclustering
algorithm. To see more details about this metric, réf2avies & Bouldin, 1979)

In the proposed modd,-Mean<lusteing algorithm was used for partitioning the original training
set tok clusters that were used as the training sets of k OPFs. This approachtovaddresding
the scalability problem.

3.12.3 Centrality and Prestige Concepts in Social etwork Analy

The social network is a social structure made up of a set of nodes as the social actors who are
connected by one or more specific types of interdependency. The social actors and their interactions
or relationships can be represented by a graph. Hengeaph theory is an essential approach

which is widely used in the social network analysis. Identification of influential actors is one of the
primary applications of the graph theory in the social network analysis for finding the most important
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ones. @€ntrality and prestiggvasserman & Faust, 19849 two fundamental asures that are

widely used for this purpose. By using the centrality measure in social network analysis, some actors
who are extensively involved in relationships with other actors can bie fdund i a G, Kazi enk
Brédka, 2009)A variety of metrics such as the degree centrality, the closeness centrality, and the
betweenness centrality are used for measuring the c@rtrsiitywska, Berghammer, De Swart, &

Grabisch, 2011)

The prestige is a propetitatis derived from the patterns of social ties of a particular social network
(Rusinowska et al., 2Q1h)the social network analysis, the prestige measure focudiggkenlin

other words, the opinion of other actors (which are expressed by their arcs) determines the
importance of an actor (instead of the opinion of a special(®edamis, Eirinaki, & Louta, 2013)
Different measures such as the node dégsssl prestige, the proximity prestige, the rank prestige,
and the node position are used for measuring the pfeMiges i a G .d&he prastige meagu@0 9 )
differentiates #inks and outinks, so it is a more refith measure of prominence of an actor than

the centrality in the social network ana(y&slamis et al., 2013 this study, we have solely
focused on thbetweenness centrality (B the proximity prestige (PR).

The BC measure indicates the importance of an actor in terms of connecting other actors
(Rusinowskat al., 2011)n other words, BC is based on an actor who makes to tie two other actors

in the social network, provided that this connection path is the shortest path between those two
actors. For each pair of actors, this metric takes into accoumangwimes a special actor can
interrupt the shortest distance between two actors. In a directed graph, the BC is computed as follows
(Wasserman & Faust, 1994)

BC(x)= a (3-20

XX X %% % M bx.x

whereM is the node se, , (x,) is the number of the shortest paths between:n@hel nodex,
that contains node , andb, , is the number of the shortest paths between xoaied nodex; .

The PR measure shows hmwch all other actors within a social network are closed to a special
actor( Mu s i a G .&his mettic.takes ht® &colnt the influence domain of an actor, which is
a set of actors who are directly (or indirextiyhected to i{Perez, Chiclana, & Ahmadi, 201r1)

a directed graph, PR is computed as fo{loMsi s i a G et al ., 2009)

- n-ll _ i
R a'd(y,x) (n-1) & 4y x) 2
|

wherenis the number of nodes (as actors in the directed graph) spetifies the number of all
actors who are in the influence domain of actdoreovery, is an actor in the influence domain

of actorx, . The distance between two nogeandx, is shown by (y;.x ).
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Figue 3-5: The framework of proposed mistssed IDS.

3.1.2.4 The Proposed OfflinebisisadsD S

In this section, the proposed IDS model is introduced. This model is based on a modified OPF. As
mentioned earlier, there dreee main modules in the proposed model: (a) partitioning; (b) pruning;
and (c) detecting. In the partitioning module, tHdens clustering algorithm is used as an
unsupervised learning algorithm for grouping all samples from original training dioth eedtua
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